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“Approximately 150 to 200 viruses, trojans
and other threats emerge each day.”!

“50% of consumers are concerned about their financial
Information being safe online. 24% performed fewer
transactions online as a result.”*

P 4
Time to exploit vulnerability ~6.8 days. Time from exposure J

I of vulnerability to patch availability ~49 days.?

Country-wide botnet based cyber attacks cause
significant disruption*
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140,000
120,000

Days between patch & exploit
400

Security Is Costing Billion's oft Dollars Iin
. Operation and Lost Productivity |
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: _ : Worldwide PC
e Intelligent and devious intruders Shipments

— Constantly finding and exploiting
vulnerabilities

- Mobile shift adding complexity S

— Fixed perimeters and physical , g )
controls no longer adequate 113/\/

e Insider attacks defeat enterprise Mobile

perimeter solutions (Desk-based
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New Security Paradigms Needed
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e Performance Impact
— Security Tax = Overhead
— Overhead is not trivial

— Overhead is not one time
payment

— Overhead is additive
e System Scalability

— Scalability = consistent
protection as system
complexity grows

- Number of nodes

Today’s security solutions optimized for
Perforrmance or Scalability
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Harden the
Platforms




Establis
of-Trust in H/W
for a Secure
Foundation

Data at Rest and In Transit

New Instructions for
Cryptography
Performance

H/W-based
Detection of
Malicious Attacks
at Run Time




e ENnd to end solution
e Issues with scalability and manageability

e Alternative solutions:
— LinkSec
- Converts end-to-end protection into link-by-link protection

— Enclaves
- Builds on LinkSec
- Provides end-to-end solution with manageability
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e Traffic available for analysis at IT-controlled switching points

= Protects against eavesdropping hackers

Server . Switch .'SWltcT. Client l
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y Into traffic

Performance based on hardware
support at nodes




_ Traffic
e Hardware filters that look for VST E

&
Patterns

specific patterns in the data

e Cannot be subverted by

modifying the software Network

Interface

 Deployed in Intel platforms
today (AMT) Hardware

Filters




Traffic

. Measurements
e Rules that encode typical &

behavior of malware Patterns

e Multi time-scale rules Network
capture known worms

Interface

e \Worms that remain “hide” Hardware
In the background traffic Filters
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Observed Connection Rates
(5 weeks of Intel enterprise traffic)

local detector threshold

Slammer
Witty Worm

Fraction of Traffic
Slapper

= Code Red I

. II.
(CCCCCCC)
II((((((((.'

S
(]
>
2}
s
aa]
L]
I
I
I
I

1 10 100 1000 10000 1e5 1e6

New Connections / 50 sec Interval

Challenge s to reduce threshold of
detectlon Witheut increasing false alarms
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e Employ probabilistic
Inference

- Correlate events across
multiple machines

- Combine weak hypotheses
into strong evidence

- Dramatically cut false
positives

ome lnference
18010 (11C] |

Exploiting the power of scale —

Making Scale work to our benefit




e Collaboration drives false
alarms down

— Allows many simple, but ' —
imperfect detectors No Corrob

e Collaboration roots out stealthy . ——
attacks Corroboratior

— Collect concise local data

— Put in global correlation
framework

e Scalability works in our favor
— The more participating nodes,

100 102 104 106
FP Rate (Number Per Week)

Speculatlon There Is a class of algorithms that

| have the property that leads to improvement with
| Increasing scale




Littira Dlrections

e Adaptation and Learning
— end-hosts are dynamical systems
e Messaging optimizations
— bias to send “bad news” faster
— parameterize so distributed outperforms centralized
e Reaction strategies
— exploit topological & historical knowledge
e Architectural Robustness
— security

IFPR= 0.10, localTPR= 0.90, targetSystemFPR = 1/week
=S

System TPR

Number of samples
observed by each GD
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— Collaborative Defense



Leap ahead”
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