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Legal Disclaimer

*INFORMATION IN THIS DOCUMENT IS PROVIDED IN CONNECTION WITH INTEL® PRODUCTS. EXCEPT
AS'PROVIDED IN INTEL'S TERMS AND CONDITIONS OF SALE FOR SUCH PRODUCTS, INTEL ASSUMES NO
CIABILITY WHATSOEVER, AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY RELATING TO
SALE AND/OR USE OF INTEL PRODUCTS, INCLUDING LIABILITY OR WARRANTIES RELATING TO
FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT,
COPYRIGHT, OR OTHER INTELLECTUAL PROPERTY RIGHT.

sIntel products are not intended for use in medical, life saving, life sustaining, critical control or
safety systems, or in nuclear facility applications.

*Intel Corporation may have patents or pending patent applications, trademarks, copyrights, or other
intellectual property rlgc]Ih_ts that relate to the presented subject matter. The furnishing of documents
and other materials and information does not provide any license, exPress or implied, by estoppel or
otherwise, to any such patents, trademarks, copyrights, or other intellectual property rights.

-In{c_el may make changes to specifications, product descriptions, and plans at any time, without
notice.

*The processors, the chipsets, or the ICH components may contain design defects or errors known as
errata, which may cause the product to deviate from published specifications. Current characterized
errata are available upon request.

*All' dates provided are subject to change without notice. All dates specified are target dates, are
provided for planning _
purposes only and are subject to change.

Intel and are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the
United States and other countries.

** Other names and brands may be claimed as the property of others.
*Copyright © 2007, Intel Corporation. All rights reserved.
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A Snapshot of Today

® Moore's Law continues its momentum
e Power consumption Is becoming a major concern

s Multiple cores on-die has become the standard to deliver
performance at reasonable power

L2 L2

FedCores:

Intel® Core™ 2 Duo Intel® Core™ 2 Duo Intel Research Chip: 80 core Polaris
(Merom, 65nm Process) (Penryn, 45nm Process)
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Why Multi/Many Cores?

Rule of thumb

Voltage Erequency Power: Performance
1% 1% 3% 0.66%

_mi_ —m- -

-

Voltage = 1 Voltage = -20%
Freq =1 Freq = -20%
Power =1 Power 1

Perf =1 Perf ~1.7

Put Moore’s Law into Great Use ’
E (intel')
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10s and 100s of Cores - Not a Dream

10mm

Core 50%

Cache 50%

65nm, 4 Cores

1V, 3GHz

10mm die, 5mm each core
Core Logic: 6MT, Cache: 44MT
Total transistors: 200M

Per core power reduction,is based on:
» Capacitance, voltage and frequency scaling.

> Assuming voltage and frequency scaling will
slow down

45nm

8 Cores, 1V, 3GHz
3.5mm each core
Total: 400MT

22nm

10mm

O

(I

32 Cores, 1V, 3GHz
1.8mm each core
Total: 1.6BT

32nm

10mm >

16 Cores, 1V, 3GHz
2.5mm each core
Total: 800MT

16nm

10mm >
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64 Cores, 1V, 3GHz
1.3mm each core
Total: 3.2BT

Note: the above pictures don‘t represent any current or future Intel products

Assume: Voltage and Frequency constant
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Where Are We Heading with Many Core?

Flops
1.E+15 Peta

Intel® Core™ uArch

Eenmumiil f’\rc'n]'tecture. [ Pentitm=4:
"

Pentium™ ' Architecture
Pentium® Architecture

Source: Intel
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Technology Vision:
Addressing the Pain Point

for Bandwidth, Capacity and Power
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How Do We Connect the Cores?

Issues:
Slow: one core at a time <300MHz
Limited scalability

Benefits:

Power?
Simpler cache coherency

Traditional Bus is Not the Best Interconnect Option
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Intra-chip Interconnect Performance

> The load shown is
expressed as fraction of
peak (injection) capacity,

—» Load may also be expressed
=5 % Ji g oric (ur
ZXDISECHIon)ICapatiity,
Example: if network capacity (2X
bisection) = 50% of peak
(uniform random traffic on 4x4

mesh), then, saturation at 40% = :
of pee)tk implies 80% of capacity Satu I’atlonl

0% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%

Note: This graph is to illustrate the effect of Load (% of Peak Offering)
saturation. The absolute numbers are meaningless.
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Associated Costs

Power Area
2lpitareorngct feoric cay) e .
iyt Sadhert 7 SiEdDGaneacane
C9nsUiI< Up 9 597 of il more than 20% of
power conerarea!
2lrier2asing faoric Dapdyylcis)
J co 2
[1ler=E525 Dovy=r rfﬂjjfjipfjjﬁwﬁ” ot
oNaad dynzmic on-damznd AU WG NS

POVVEITEIEEEEN put dasirzn)2
LECHNIEHUES

Daslgrn compladiy
Weighingianchiteciura
PIOPERIESNSREESIHN
difilgulty

Ref: Wang et al MICRO 36, 2003
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Intra-chip Interconnect Requires Topology Tradeoffs

Bandwidth Scaling Average Distance
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Source: Intel
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How Do We Feed the Machine?
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Source: Intel Labs

Memory Bandwidth and Processor Performance Need to Keep Pace
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Reduce Memory Stall Penalty through Multi-Threading

100%

Thermals & Power Delivery
80% designed for full HW utilization

60% Single Thread (ST)

40% F ‘ Wait for Mem

20% F Multi-Threading (MT)
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Increase Memory Bandwidth through 3D Die Stacking

Heat-sink
M

N——1

*Power and 10 signals go
through DRAM to CPU

=Thin DRAM die

*Through DRAM vias
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How about Laser for Interconnect?

Developed. byMaimaiptisiibylaseigisediaNiashbilbasan,optical pump

Fully s Partially
Reflective FLASH BULB Reflective

Mirror Mirror

Published in Nature, Augu;t 6, 1960
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Today’s Silicon Photonics - Hybrid Laser

i) A waveguide is etched in silicon 2) The Indium phosphide is processed to
make it a good light emitter

[l

3) Both materials are exposed to the oxygen 4) The two materials are bonded together
plasma to form the “glass-glue” under low heat
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Process Animation

5) The Indium phosphide is etched and 6) Photons are emitted from the Indium
electrical contacts are added Phosphide when a voltage is applied

7) The light is coupled into the silicon
waveguide which forms the laser cavity.
Laser light emanates from the device.
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Photonics For Memory Bandwidth and Capacity

High Performance with Remote Memory

jptegrated silicon
photonic chip

Remote Memory Blade
Integrated into a system

The silicon acts as laser cavity - Light bounces back
and forth and get amplified by InP based material

The Indium Phosphide emits the light into the silicon waveguide

Integrated Terabit Per Second (Tb/s) Optical Link on a Single Chip ,—:
A ACADEMIC T ——— Intel
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Silicon Photonics Future I/0 Vision
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Boost Performance with I/0
Increase Ethernet Bandwidth

In 2-4 Years, convergence on 10GbE looks
80Gb/s promising
=1OGBASE-T availability will drive costs
down
70Gb/s =10GbE will offer a compelling value-
proposition for LAN, SAN, & HPC clusteg
connections

60Gb/s

Today server I/0 is : C 7-10 Years

fragmented e : =Look beyond to
S0Gb/s | .10bE performance doesn't ~UNS 40GbE and 100GbE

meet current server I/0
requirements
40Gb/s || -10GbE is still too expensive TPC-i.
=2/4G Fibre Channel & 10G —
Infiniband are being deployed to SPECwebO05
30Gb/s | meet the growing I/0 demands SPECjApps
for storage & HPC clusters

20Gb/s TPC-H TPC-C

Source: Intel, 2006. TPC & SPEC are

SPECweb(05 SP ECjAppS ;’;annc(:]a:rr]griirver application

10 Gb/s TPC-H TPC-C
SP%’%V&/?(E)OS SPEC|AppPs

e \

2008 2010 2012 2014
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Reducing CPU and Memory Usage with Caching Hints

Problem:
/0 related data movement & data ‘

Ime on wire ot 100b/s @
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access limits performance

- CPU makes ITIU|'[IR e “forced” trips to
el/0 processmg data

D
rame procassirigtme
000 nJr/fUmd, CPl=1,
35007 core

FMaasurad WOC (b

Copy Parformarc
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High CPU utilization due to
“compulsory” cache misses

T
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Impact- SEITGE Dasilrai

» High system interconnect bandwidth &
consumption -

* Throughput reduction per core : . Cannot

afford
to copy
from
memory

Z

Memory Memory. 1460ns /

Single L2 cache miss
i ' 107ns (idle)
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Reliable Systems With Unreliable Components

Architectural Techniques

Micro Solutions Macro Solutions

- @ w- —r

Parity Lockstepping
SECDEDIECC Redundant multithreading (RMI)
TbIit Redundantmulti=conecPU

Circuit Techniques

Device Param Tuning Rad-hard Cell Creation

Signal the errors
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Process Technigues

Statezof=Anl Processes ]

R

Future Reliability Faces Big Challenges - Solution is in the Platform

12th EMEA Academic Forum ‘ lntel)

June 12-14, Budapest Hungary Education




Questions?
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