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What You Will Hear From Me Today

• HPC has become a fundamental capability: Discovery & Insight, 
Business Transformation, and Data Driven Science

• HPC needs require unprecedented levels of innovation: Energy 
Efficiency, Reliability, Parallelism

• Intel is investing broadly to address future needs: Hardware, Software, 

Ecosystem, and Regulatory Policy
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Fundamental to: Discovery and Insight

HP C  I S  THE TO O L  FO R  U NLO C K I NG  T HE  MYS TE R I E S  

O F  O U R  U NI VE R S E
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Fundamental to: Transforming Business

From Vision to Reality: Designed Without Prototypes!

BETTER & MORE … FASTER & CHEAPER
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Fundamental to: Enabling A Data Driven Science

Source: http://www3.imperial.ac.uk/business-
school/programmes/msc-data-science/whatisdatascience

From Observations
To Postulates

From Postulates
To Physical Laws

From Physical Laws
To Predictions

T R A NSFO R M I NG  DATA I NTO  KNOWLEDGE

Traditional HPC Big Data HPC

DATA

Data 

Driven

Model

HPC KNOWLEDGE



6

Systems are getting larger…
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HPC & Intel : Growing … With More To Come

…and Intel’s MSS is rising
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Top 10 &Top 500 System Growth

Top 500 Top 10

Sources: Intel, Top 500.org
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Transforming HPC

HPC MSS: 84%

80% of Top 500

Compute

Fabrics

Storage

Software

~20% of Top 500

Sources: Top 500.org
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Intel: Addressing User And Ecosystem Needs

Software
Building Blocks

Intel© 
Cilk™Plus 

Intel© 
OpenMP 

Intel© 
Cluster Ready 

Processors

Focused on Single Thread 
and Parallel Codes

Hardware
Building Blocks

FabricsCoprocessors

Focused on Highly Parallel 
and Vectorized Codes

Intel® Ethernet 
Products

Rack Optimized Servers            Software and Services

Pedestals & Workstations         RAID Solutions 
Systems

End Customers

Customer Reference Boards

System Validation Boards

Linux

Open Fabrics

Compiler

Open SHMEM

GCC Compiler Many Others

OpenMPI

POCs, Targeted Services, & Centers of Excellence



9

While Redefining Compute
To Deliver Neo-Heterogeneity at Scale

Heterogeneity is here to stay…

…and it can be easy

Neo- Heterogeneity = 

Heterogeneous system 
with a single programming model

IDC Intersect360 Increasing Intel Xeon Phi  

user preference for future buys

IDC: 
Intel 32%, nVidia: 26%

Intersect360: 
2011: nVidia – 90%, Intel: 36%   
2012: nVidia – 86%, Intel: 70%

Sources: IDC, Intersect360
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Fabric Future: Innovation And Integration

I NTE GR AT I O N  IS T H E  G A M E  C H A NG ER

Tomorrow

Processor
With Integrated

Fabric Controller

100 GB/s

Fewer Chips = Lower Cost & Higher Performance & Density

Fewer Chip Crossings = Lower Power

Cray 

Fabric IP

Fulcrum

Qlogic
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From Basic Compilers & Libraries

to Tools & System Software

`

Intel® MPI Library
Intel® Cilk™ Plus

Intel® Threading Building Blocks
Intel® OpenMP* 

Intel® Math Kernel Library
Intel® Coarray Fortran

Intel® Enterprise Edition 

for Lustre* Software

Announced 
Feb 2013

Announced 
Jun 2013
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Driving Innovation and Integration 
Unprecedented Innovations Only Enabled by the Leading Edge Process Technology

Coming Tomorrow

SYS TE M  LE VE L  B E NE F I T S  I N  CO S T,  P OW E R ,  

D E NS I T Y,  S C AL A B I L I T Y,  &  P E R FO R M A NC E

Integrated Today

Math Coprocessor Memory Controller 

Graphics I/O Controller

In Package Memory
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Extending & Expanding HPC’s Benefits

20MW, 1 Exaflop

20KW, 1 Petaflop

A Supercomputer
In a rack!

Today’s #25 system 
in a rack!

DEMOCRATIZ ING HPC
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Extending & Expanding HPC’s Benefits

20MW, 1 Exaflop

20KW, 1 Petaflop

A Supercomputer
In a rack!

2W, 100 Gigaflop

100x the performance
of today’s phone at the 
same power

20W, 1 Teraflop

10x the performance
of today’s tablet with 
a 2x power increase

20 mW, 1 Gigaflop

Today’s #25 system 
in a rack!

HELPING SPONSOR TOMORROW
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HPC: Transforming the world of 

data and information into KNOWLEDGE

Intel is taking a system’s view and investing 

broadly to address future needs

This decade we will create and extend computing 

technology to connect and enrich the lives of 

every person on earth
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INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS 
DOCUMENT. INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS INFORMATION INCLUDING LIABILITY OR 
WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured 
using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and 
performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products.

Intel product plans in this presentation do not constitute Intel plan of record product roadmaps. Please contact your Intel representative to obtain Intel's current plan of record product roadmaps. 

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, 
SSE3, and SSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by 
Intel. 

Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel 
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice.

Notice revision #20110804
All products, computer systems, dates, and figures specified are preliminary based on current expectations, and are subject to change without notice.
Intel processor numbers are not a measure of performance. Processor numbers differentiate features within each processor family, not across different processor families. Go to: 
http://www.intel.com/products/processor_number 

Intel, processors, chipsets, and desktop boards may contain design defects or errors known as errata, which may cause the product to deviate from published specifications. Current characterized 
errata are available on request.

Intel, Intel Xeon, Intel Xeon Phi, Intel Hadoop Distribution, Intel Cluster Ready, Intel OpenMP, Intel Cilk Plus, Intel Threaded Buildiing blocks, Intel Cluster Studio, Intel Parallel Studio,  Intel Coarray
Fortran, Intel Math Kernal Library, Intel Enterprise Edition for Lustre Software, Intel Composer, the Intel Xeon Phi logo, the Intel Xeon logo and the Intel logo are trademarks or registered 
trademarks of Intel Corporation or its subsidiaries in the United States and other countries.

Intel does not control or audit the design or implementation of third party benchmark data or Web sites referenced in this document. Intel encourages all of its customers to visit the 

referenced Web sites or others where similar performance benchmark data are reported and confirm whether the referenced benchmark data are accurate and reflect performance of 
systems available for purchase.

Other names, brands , and images may be claimed as the property of others.
Copyright © 2013, Intel Corporation. All rights reserved.

Legal Information


